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Abstract – This is to overview the research results in The 
Laboratory for Electronic Design Automation (LEDA) at the 
University of Niš, in the field of application of Artificial Neural 
Networks in electronic design. In all, 49 papers were published 
related to ANN application and theory of learning while 21 
authors were involved six of them from outside of LEDA. 
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I. INTRODUCTION 
 

It all started with the invitation by Prof. Đuro Koruga to 
the International Summer School and Workshop on 
Neurocomputing Theory and Application that took place in 
Dubrovnik on September 1-10, 1990. 

 
TABLE 1 

  CHRONOLOGY 
Date Event/person 

November, 
1990 

The First International neurocomputing sym-
posium (INS) organized 

August, 
1992 

The MOS transistor model was published 
(Rađenović, J., Mrčarica, Ž., Milenković, S.,  
and Zografski, Z.) 

May, 1994 
Implementation to channel routing (Ranđe-
lović, Z.) 

September,  
1995 

The second order synapse was published 
(Milenković, S.,) 

September,  
1995 

Implementation to pattern recognition (Mi-
lenković S.,) 

June, 1996 
Simulated annealing learning based on noise 
signals was published (Milenković, S., Obra-
dović, Z., and Risojević, V.,) 

February, 
1997 

Implementation to automation of the micro-
electromechanical systems assembly 
(Rađenović, J., Mrčarica) 

August, 
1997 

Implementation to electro-magneto-mecha-
nical systems modelling and simulation (Mr-
čarica, Ž., and Ilić, T.,) 

September, 
2000 

Implementation to modelling of two terminal 
dynamic linear circuits (Zarković, K., Ilić, 
T.) 

September, 
2002  

June, 2003 

Implementation to modelling of two terminal 
resistive nonlinear circuits – The double 
hook attractor and the Josephson junction - 
(Andrejević, M., and Stojilković, S.,) 

July, 2002
Implementation to modelling of two terminal 
dynamic nonlinear circuits (Andrejević, M.) 

September, 
2003

Implementation to modelling the A/D and 
D/A interface (Andrejević, M., Damper, R.I., 
and Petković, P.) 

May, 2004
Implementation to analogue diagnosis (An-
drejević, M., and Zwolinski, M.) 

December, 
2004

Implementation to testing of MEMS 
(Andrejević, M., and Zwolinski, M.) 

June, 2006
Implementation to mixed signal diagnosis 
(Andrejević, M., and Zwolinski, M.) 

June, 2007
Implementation to environmental prediction 
(Milojković, J.) 

June, 2009
Implementation to prediction in microelec-
tronics (Milojković, J.) 

September, 
2009

Implementation to prediction in power 
consumption (Milojković, J.) 

 
After that we organized the First International 

neurocomputing symposium (INS) that took part at The 
Faculty of Electronic Engineering on November 1990. It 
was organized by LEDA. Participants from several coun-
tries were present with all papers invited. This event, while 
modest in scope and from the point of number of partici-
pants, became the main milestone in the development of re-
search in the area. Among other, but probably the most 
important, was the present done by Dr Zlatko Zografski. 
He delivered to us for free his programs for feed-forward 
ANN learning (LEARNNET) and running (RUNNET). 
These programs are successfully used in LEDA all the 
time. Table 1 gives the chronology of the developments re-
lated to ANN research at LEDA.  

Most of the implementation of the ANNs at the time 
were oriented to decision making and pattern recognition 
and in order for that scientific discipline to survive in 
LEDA we needed some application in electronic design. 
One is to mention that we already had implementations of 
rule based artificial intelligence methods (the competitor of 
the ANNs at the time) for integrated circuits cell placement 
compaction.  
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II. HISTORY 
 
Following the claim that ANN can approximate any 

mapping, what is called generalization property, we came 
to the idea to model the MOS transistor. At the time the 
model implemented in SPICE suffered from important 
problems that were consequence of discontinuous derivati-
ves of the transistor’s characteristic at the transition betwe-
en the linear and the saturation region. SPICE is Newthon-
Raphson based program and needs continuous derivatives 
to maintain convergence. The ANN implementation deve-
loped did not suffer from that problem. The output 
characteristics obtained are given in Fig. 1.  

 
Figure 1. MOS transistor’s output characteristics  

modelled by ANN 

Fig . 2 and Fig. 3 represent the output current derivative 
with respect to the output and input voltages, respectively, 
for the ANN and SPICE model. The ANN solution solved 
the problem but not only that. It gave us courage to 
continue in the subject. 

 
Figure 2. Output conductance of a MOS transistor obtained from 

the SPICE and ANN model 

Theoretical research both in ANN architectures and in 
learning methods started. As a result we got the second 
order synapse. There are claims that we were the first to 
introduce second order synapse as shown in Fig. 4. The 
implementation results were marvelous. One can see on 
Fig. 5a the solution of the classification problem when 
ANNs with linear synapses are used. The task is to classify 
(separate) dots and circles that are distributed on nested 
circles. Fig 5b represents the solution to the same problem 

with ANNs with second order synapses.  

 

Figure 3. Transconductance of a MOS transistor obtained with 
SPICE and ANN model 

 
Figure 4. S. Milenković’s introduction of second order synapse 

 

   
a)   b) 

Figure 5. Classification with linear (a) and second order (b) 
synapses 

 

 
Figure 6. Silicon parts intended to be used in a 

microelectromechanical system 
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Based on these results and thanks to the behavioural 
mixed signal simulator Alecsis developed at LEDA we 
started international collaboration in the field of microelec-
tromechanical simulation and design with the Technical 
University of Vienna. As a result a doctorate was granted 
to S. Rađenović, in Vienna related to implementation of  
ANNs to automation of the microelectromechanical 
systems assembly. Parts that were to be classified based on 
fast comparisons are shown on Fig. 6. 

From that moment on, implementation of ANNs was no 
mystery for LEDA researchers and Ž. Mrčarica, from 
Vienna, proposed to attack the old problem which we 
already had solved but in a very complicated manner. It 
was the dynamics within the magnet with a moving- 
armature problem. There were two characteristics within 
the magnet model that were to be captured by ANNs: the 
magnet’s ΦL-iL and its Fmag-iL characteristics.  

 

Figure 7. Circuit model of nonlinear inductor 

L( )i

i(A)

 
Figure 8. The approximated ΦL-iL characteristic of a magnet with 

moving armature 

The task was to get the resistive characteristics and to 
implement them within the dynamic model of a nonlinear 
inductor as shown in Fig. 7. After creation of the ANNs 
(Fig. 8 shows the Φ-iL , while Fig. 9 depicts the Fmag-iL ) 
simulation was performed and the simulation results, 
published in SIMPRA, were awarded the Savastano Award 
by The European Federation of Simulation Societies in 
1998.  

Similar concept was implemented in the simulation of 
the Chua’s double hook circuit shown in Fig. 10. There is a 
resistive nonlinearity depicted in Fig.11. To create a model 

of the Chua’s cell that is easily implementable in simula-
tion of complex cellular ANNs, we decided to model only 
the resistive nonlinearity. The rest of the cell is, of course, 
easy to model. The modelling results are shown in Fig. 11, 
while Fig. 12 represents simulation results in a form of 
chaotic diagram. 

F (i,xmag )

 
Figure 9. The approximated Fmag-iL characteristic of a magnet 

with moving armature 
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  Figure 10. The double hook circuit 
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Figure 11. Constitutive relation of the nonlinear conductance 
 and ANN model 

The next development was going towards dynamic 
circuits modelling by a network that models the dynamic 
behaviour too. Linear circuits were modelled first while 
culmination of that research came with two results. 

The first one is the model of a nonlinear two terminal 
dynamic network. As a target, the floating mass actuator 
implemented in hearing-aid systems was chosen. As shown 
in Fig. 13 it is an iron bar serving as a moving armature of 
an electromagnet whose axial move is restricted by two 
rubber balls. The nonlinearity here comes from the 
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saturation of the magnet and from the friction of the balls. 
The actuator is dynamic not only because of the inductance 
but also because of the redistribution of the air between 
chambers during the vibration. 
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Figure 12. Simulation results for the double hook circuit 

 

 
Figure 13. The floating mass actuator 
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Figure 14. The static characteristic of the NDEC. 

Since the proprietor of the IP related to this actuator 
refused to give us a sample to be measured, starting from 
its published characteristics we first synthesized an 
electronic circuit that, in our opinion, mimics the actuator. 
It was named Nonlinear Dynamic Electronic Circuit i.e. 
NDEC. The DC i-v characteristic of NDEC is shown to be 
nonlinear in Fig. 14.  

To capture the dynamic properties of the actuator we 
implemented a chirp signal as shown in Fig. 15. It is a fre-
quency modulated signal that is supposed to cover the 
whole “pass-band” of the frequency characteristic of the 
actuator. 

As opposed to all previous application where feed-

forward ANN were used, to model the dynamic behaviour 
of NDEC recurrent topology of the ANN was to be 
selected. The structure used is depicted in Fig. 16. It was to 
be trained with all points of the response depicted in Fig. 
17. Note that at least ten points per (any) period were to be 
generated in order to have complete information for 
training. The responses of NDEC and the ANN synthesized 
to model it are shown to overlap in Fig. 18.  
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Figure 15. The exciting signal used for modelling. 

The model so developed was successfully implemented 
for simulation of an ensemble consisting of a driving 
operational amplifier and the floating mass actuator in 
order to create environment for optimization of the driver’s 
output behaviour for better accommodation to the actuator. 
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Figure 16. The topology of the proposed ANN. 
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Figure 17. Time domain response of the test NDEC 

The second application is related to the simulation of 
mixed signal circuits where D/A interface may be 
frequently encountered. The problem is that the analogue 
load, as depicted in Fig. 19, needs an analogue circuit as a 
driver.  
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Figure 18. The frequency characteristic of the NDEC and the 

frequency characteristic of the ANN model overlap 
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Figure 19. Driver and load interface with conversion of the signal 
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Figure 20.  Circuit representation of the model 

To create such a driver we needed a circuit model of the 
output circuitry of the digital part of the D/A interface. In 
general this solution may be stated as modelling with four 
terminal dynamic circuits. The circuit of Fig. 20 was 
proposed.  
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Figure 21. Responses: a) of inverter loaded by a diode and  
b) of ANN model loaded by a diode  

In that circuit the current i is controlled by the effective 
input voltage vin-vT, and it was chosen to be a tangents 
hyperbolic function. vT is a parameter here chosen to be 
VDD/2. On the other side, Y, representing the output admit-
tance of the digital part of the interface, was modelled as a 
two terminal dynamic nonlinear circuit with the ANN of 
Fig. 17. The modelling and simulation results are best seen 
in the example where a CMOS inverter (digital), 

represented by the model of Fig. 20, was loaded with a 
diode (TTL). From the point of view of loading current that 
is the most difficult condition for the model. Note, while 
modelling, unloaded circuit was observed. The simulation 
results are depicted in Fig. 21. Note the value of the diode 
voltage which is by far lower than the ordinary value of the 
CMOS supply voltage being VDD=5 V. 

 
Figure 22. Capacitive pressure sensor and its electronic 

surroundings 

 
Figure 23. The membrane under pressure. Simulation results.  
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Figure 24. Capacitance versus pressure characteristic 

The next development was related to the application of 
ANN modelling for testing purposes. In fact the ANN was 
used for acceleration of the verification of the test sequence 
in MEMS. 

Namely, the system of Fig. 22 consists of electronic and 
mechanical part. While the electronic one is in general 
defined by ordinary differential equations, the mechanical 
needs partial differential equations to be described. When 
solving, the partial equations, after discretization, create a 
mass of ordinary equations and so, in fact, their solution 
dominates the simulation time.  

On the other side, the number of possible faults in the 
electronic part of the system is incomparably larger than 
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those in the mechanical. To verify a test sequence targeting 
the faults in the electronic part one needs repetitive simu-
lation of the whole system. That becomes a serious prob-
lem since one has to solve repeatedly the system of partial 
equations related to the mechanical subsystem.  

To avoid that we proposed the mechanical part to be 
modelled as a lumped element that will reduce the overall 
number of differential equations to be solved. The proce-
dure was as follows. 

By simulation of the mechanical system alone, the de-
pendence of the capacitance on the pressure was extracted 
as shown in Fig. 24. That is a characteristic of a linear ca-
pacitor whose capacitance is controlled by pressure. This 
curve was approximated by ANN and the model obtained 
implemented in a mixed signal simulator. In that way 
instead of solving 995 ordinary equations (the mesh in the 
mechanical part, as depicted in Fig. 22, was 30 by 33) for 
every test signal, only a system with 5 ordinary equations 
was to be solved. 
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Figure 25. The operational amplifier circuit. SC=short circuit, 

OC=open circuit 

 When implementation of ANNs to the problem of 
diagnosis in analogue circuits is considered, the following 
was achieved. It was considered, first, that the main 
responsibility in creating the list of most probable faults in 
a circuit is on the design engineer. So, the possible fault list 
and the corresponding fault dictionaries are supposed to be 
created in design centres in collaboration with foundries. 
That means no hypotheses are to be created i.e. no faults 
are to be conceived and searched for, by field engineers 
when on-site fault effects are observed.  
 If so, one can memorize the fault dictionary by an ANN 
and, during exploitation, one may search the ANN in the 
opposite direction if faulty behaviour of the system is ob-
served. That will lead to a diagnosis. Of course, “opposite 
direction” means running the ANN with the measured sig-
nals at its input what is equivalent to searching the dictio-
nary in order to get the “guilty” fault. 
 The method was tested on the example of an opera-
tional amplifier as depicted in Fig. 25. The so called simu-
lation before test method was applied to create the fault 

dictionary meaning that faults were inserted in the circuit 
repetitively and responses were obtained by simulation. 
Part of the fault dictionary is given in Table 2. In fact, one 
test point (the output terminal) was selected while three 
quantities were measured: the DC output voltage (Vo), the 
DC gain (A), and the 3 dB cut-off frequency (f3 dB). A 
number (code) was assigned to every fault and was to be 
learned by the ANN. 

TABLE 2  
PART OF THE FAULT DICTIONARY FOR THE CIRCUIT OF FIG. 25 

Type Am 
f3 dB m  
[MHz] 

VoDC m  
[V] 

Code 
(m) 

FF 419 0.01527 0.127 0 
1 L+ 0.0053 6.791 0.0497 37 

OC1G 0.047 501.187 0.127 49 
OC3G 0.049 544.042 0.093 47 

SC1DG 0.042 320.440 0.0458 6 
SC2DS 0.071 312.071 3.3 27 
SC5DS 0.656 0.57 0.0186 55 
6 W- 5770 0.0018 0.2146 13 

OC5D 0.056 507.298 3.3 25 
SC5GS 0.109 0.036 0 2 

 

0

0.5

1

1.5

2

2.5

3

3.5

4
defect 4W- defect 1W- defect 4L+

A A Af3dB

[MHz]

Vo

[V]
f3dB

[MHz]
f3dB

[MHz]

Vo

[V]
Vo

[V]  

Figure 26.  Fault effects of parametric faults 4W- ,4L+ and 1W- 

 Fig. 26 expresses the difficulties encountered during 
diagnosis. Namely, fault effects are depicted for three 
different faults being seen to be very similar. Nevertheless, 
the ANN developed performed the separation indubitably. 

 
Figure 27. The Feed Forward Accommodated for Prediction 

(FFAP) structure 

 The newest efforts in implementation of ANN in 
electronic design was in prediction. New structure of ANN 
was proposed named Feed Forward Accommodated for 
Prediction (FFAP) as depicted in Fig. 27. It learns past 
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present and future values so, by nature, is accommodated 
for prediction.  
 This topology was implemented to several problems 
starting with prediction of quantities of obsolete computers 
as depicted in Fig. 28 where the period 1991 to 1999 was 
covered for this quantity in the USA. The y-axis is 
expressing millions of cubic feet. 
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Figure 28. Quantity of obsolete computers 

 

Figure 29. The number of transistor per microprocessor chip in 
time problem 
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Figure 30. The actual consumption (Solid line), and the 
approximation (Dashed line) obtained by the EFFAP network.  

 Using the FFAP structure the value for the 9th year was 
to be predicted based on the preceding 8. The target value 
was 18.4 and with a network with ten hidden neurons the 
value of f(9)= 18.2274 was obtained, the difference, 
expressed in percentage, being 0.94%. That we consider an 
excellent result. 
 The same method was implemented to the prediction of 

the number of transistor per microprocessor chip, as a 
function of time, problem. This was substitution to the 
application of Moore`s law since it may be used for long 
term prediction only. The error obtained in this case was 
only 0.33%. 
 Finally, the FFAP ANN, with an extension, was applied 
for short term prediction of electricity load on the suburban 
level. Fig. 30 depicts the actual and the curve obtained by 
the FFAP method for two-hour-ahead prediction based on 
one day long information extended with the consumptions 
in the same hours of the same days in the previous weeks. 
The last segment of the dashed line finishes with the 
prediction. It is a miss of the target value by 3.85%. 

 
III. CONCLUSION 

 
A historical overview was given of the efforts, ideas, 

and results of LEDA researchers in implementation of 
artificial neural networks for pattern recognition, electronic 
modelling, simulation, testing, diagnosis, and prediction 
was given.  
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